
Mutually-Regularized Dual Collaborative Variational 
Auto-encoder for Recommendation Systems

Authors: Yaochen Zhu12 and Zhenzhong Chen1

1.  WHU-RS Institute of Artificial Intelligence and Machine Vision
2.  Media Lab, Tencent

To be presented at TheWebConf 2022, Virtual, April 29, 2022 



Background Knowledge

An offline recommender 
system is just like

Fig. 1 User-item interaction matrix Fig. 2 Filling-in Blanks

Different recommenders provide different solutions to the same missing value prediction problem. 
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 What is it like for an offline recommender system?



 Solution 1. matrix factorization (MF)

Fig. 3 Matrix factorization-based recommender systems

Linearly factorizing user-item interaction matrix into the user and item parts.
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Item 3

Item 4

Item 5
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Background Knowledge



 Pros and cons of matrix factorization (MF)

 Pro: Efficient to fuse U/I side-information  Con: Inefficient to fold-in new users

Note: Fold-in means inferring user latent variable and making
recommendations for new users with interactions

E.g., Through Introducing mutual regularization between
user/item collaborative variables and content embeddings.

Fig. 4 Pros of MF-based recommenders  Fig. 5 Cons of MF-based recommenders  
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Background Knowledge



 Solution 2. user-oriented auto-encoders (UAE)

Item 1

Item 2

Item 3

Item 4

Item 5

Fig. 6 User-oriented auto-encoder-based recommender systems

Take user interactions, embed into user latent variables, and from them direct reconstruct ratings.

user latent 
variables
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Variational auto-encoder (Multi-VAE) is 
used as the specific form of UAE

Background Knowledge



 Pros and cons of user-oriented auto-encoders (UAE)

 Pro: Efficient to fold-in new users  Con: “impossible” to fuse item information

Because: No latent item variables is considered.
Folding-in new users needs only one forward 
propagation of the UAE network.

Fig. 7 Pros of UAE-based recommenders  Fig. 8 Cons of UAE-based recommenders  
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Background Knowledge



 Summary of background knowledge

Can we combine the advantage of both worlds?
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 MF-based recommender system  UAE-based recommender system

 Efficient to fuse side-information
 Inefficient to fold-in new users 

 Efficient to fold-in new users 
 Inefficient to fuse item side-information

Challenges and Motivations



 The contribution can be summarized into three folds as:

 We have made a key observation that:

the first & last layer weights of UAE = latent item embeddings

 We introduce a mutual regularization trick that makes:

item content embedding ≈ Multi-VAE weights

 We design a symmetric inference strategy that allows

cold-start item recommendations without model retraining
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Main Contribution of MD-CVAE



 Generation Process of MD-CVAE

 Draw latent variable 𝐮𝐮 as Multi-VAE from

𝐮𝐮~𝒩𝒩 𝟎𝟎 𝜆𝜆𝑢𝑢−1𝐈𝐈𝐾𝐾𝑢𝑢

 In addition, we draw latent item collaborative
variable 𝐳𝐳𝑏𝑏 and content variable 𝐳𝐳𝑡𝑡 as:

𝐳𝐳𝑏𝑏~𝒩𝒩 𝟎𝟎 𝜆𝜆𝑣𝑣−1𝐈𝐈𝐾𝐾𝑣𝑣 ，𝐳𝐳𝑡𝑡~𝒩𝒩 𝟎𝟎 𝐈𝐈𝐾𝐾𝑣𝑣

 We set the item latent variable 𝐯𝐯 as:
𝐯𝐯 = 𝐳𝐳𝑏𝑏 + 𝐳𝐳𝑡𝑡

conditional on 𝐳𝐳𝑡𝑡,𝐯𝐯 follows𝒩𝒩 𝐳𝐳𝑡𝑡 𝜆𝜆𝑣𝑣−1𝐈𝐈𝐾𝐾𝑣𝑣
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*which is the key to tightly couple 𝑧𝑧𝑡𝑡 and 𝑣𝑣Fig. 9 PGM of MD-CVAE (Generative)

Generative Part of MD-CVAE

Methodology: Mutually-Regularized CVAE

The details for tightly coupling will be discussed later when introducing optimization.



 Generation Process of MD-CVAE

 Use an 𝑁𝑁 − 1 layer MLP𝑢𝑢,𝑔𝑔𝑔𝑔𝑔𝑔:ℝ𝐾𝐾𝑢𝑢 → ℝ𝐾𝐾𝑣𝑣on 𝐮𝐮

𝐡𝐡𝑏𝑏
𝑔𝑔𝑔𝑔𝑔𝑔 𝐮𝐮 = 𝑀𝑀𝑀𝑀𝑃𝑃𝑢𝑢,𝑔𝑔𝑔𝑔𝑔𝑔 𝐮𝐮 ;

 Def. 𝐕𝐕𝑠𝑠 = 𝐯𝐯1𝑇𝑇 𝐯𝐯2𝑇𝑇 ⋯ 𝐯𝐯𝐽𝐽𝑇𝑇 , and draw r from

𝐫𝐫~ �𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠 𝐕𝐕𝑠𝑠 ⋅ 𝐡𝐡𝑏𝑏
𝑔𝑔𝑔𝑔𝑔𝑔 𝐮𝐮 , #𝐼𝐼𝐼𝐼𝑀𝑀

which defs an N-layer MLP with 𝑀𝑀𝑀𝑀𝑃𝑃𝑢𝑢,𝑔𝑔𝑔𝑔𝑔𝑔 𝐮𝐮 ;

 Generate item content feature 𝐱𝐱 from 𝐳𝐳𝑡𝑡.
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The gen. model of MD-CVAE: 𝑝𝑝𝛉𝛉 𝑅𝑅 𝑋𝑋𝑠𝑠 𝑈𝑈 𝑉𝑉𝑠𝑠 𝑍𝑍𝑡𝑡𝑠𝑠 = 𝑝𝑝𝛉𝛉𝑟𝑟,𝑉𝑉𝑠𝑠 𝑅𝑅 ∣ 𝑈𝑈 ⋅ 𝑃𝑃𝛉𝛉𝑥𝑥 𝑋𝑋

𝑠𝑠 ∣ 𝑍𝑍𝑡𝑡𝑠𝑠 ⋅ 𝑝𝑝 𝑉𝑉𝑠𝑠 ∣ 𝑍𝑍𝑡𝑡𝑠𝑠 ⋅ 𝑝𝑝 𝑍𝑍𝑡𝑡𝑠𝑠 ⋅ 𝑝𝑝 𝑈𝑈

Methodology: Mutually-Regularized CVAE

Fig. 9 PGM of MD-CVAE (Generative)

Generative Part of MD-CVAE



 Difference between MD-CVAE and Multi-VAE decoder
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 The proposed MD-CVAE The vanilla Multi-VAE:

�𝐫𝐫~𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠 𝐕𝐕𝑠𝑠 ⋅ 𝐡𝐡𝑏𝑏
𝑔𝑔𝑔𝑔𝑔𝑔 𝐮𝐮 , #𝐼𝐼𝐼𝐼𝑀𝑀�𝐫𝐫~𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑠𝑠𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠 𝑊𝑊 ⋅ 𝐡𝐡𝑏𝑏

𝑔𝑔𝑔𝑔𝑔𝑔 𝐮𝐮 , #𝐼𝐼𝐼𝐼𝑀𝑀

In summary, MD-CVAE principledly unifies Multi-VAE and item content module. 

𝑊𝑊 is the randomly initialized last layer weight

 No item content information is fused.

 Bad for sparse or cold-start items

 Its decoder can be formulated as :

 𝐕𝐕𝑠𝑠 is the stacked latent item variables

 𝐯𝐯 is tightly coupled with 𝐳𝐳𝑡𝑡 via 𝐯𝐯 = 𝐳𝐳𝑏𝑏 + 𝐳𝐳𝑡𝑡
 Item content info. can be used for rec. 

where:

 Its decoder can be formulated as :

where:

Methodology: Mutually-Regularized CVAE



 Inferential Process

ℒ = E𝑞𝑞𝜙𝜙 log𝑝𝑝0 𝑅𝑅,𝑋𝑋𝑠𝑠,𝑈𝑈,𝑉𝑉𝑠𝑠,𝑍𝑍𝑡𝑡𝑠𝑠 − log𝑞𝑞𝜙𝜙 𝑈𝑈,𝑉𝑉𝑠𝑠,𝑍𝑍𝑡𝑡𝑠𝑠 ∣ 𝑅𝑅,𝑋𝑋𝑠𝑠

= E𝑞𝑞𝜙𝜙 log𝑝𝑝0 𝑅𝑅 ∣ 𝑈𝑈 + log𝑝𝑝 𝑉𝑉𝑠𝑠 ∣ 𝑍𝑍𝑡𝑡𝑠𝑠 + log𝑝𝑝𝜃𝜃 𝑋𝑋𝑠𝑠 ∣ 𝑍𝑍𝑡𝑡𝑠𝑠

−KL 𝑞𝑞𝜙𝜙 𝑍𝑍𝑡𝑡𝑠𝑠 ∣ 𝑋𝑋𝑠𝑠 ∥ 𝑝𝑝 𝑍𝑍𝑡𝑡𝑠𝑠 − KL 𝑞𝑞𝜙𝜙 𝑈𝑈 ∣ 𝑅𝑅 ∥ 𝑝𝑝 𝑈𝑈 + 𝐶𝐶

𝑞𝑞𝜙𝜙 𝑈𝑈 𝑉𝑉𝑠𝑠 𝑍𝑍𝑡𝑡𝑠𝑠 ∣ 𝑅𝑅,𝑋𝑋𝑠𝑠 = 𝑞𝑞𝜙𝜙 𝑈𝑈 ∣ 𝑅𝑅 ⋅ 𝑞𝑞𝜙𝜙 𝑍𝑍𝑡𝑡𝑠𝑠 ∣ 𝑋𝑋𝑠𝑠 ⋅ 𝑞𝑞 𝑉𝑉𝑠𝑠 ∣ 𝑍𝑍𝑡𝑡𝑠𝑠 ,

 The variational posterior of the latent variables 𝑈𝑈,𝑉𝑉𝑠𝑠 and 𝑍𝑍𝑡𝑡𝑠𝑠 :

 Optimization: Evidence Lower Bound (ELBO)

The entropy of 𝑞𝑞 𝑉𝑉𝑠𝑠 ∣ 𝑍𝑍𝑡𝑡𝑠𝑠 is constant due to its fixed variance. 

UAE encoder Item content encoder Gaussian with fixed var. that 
couples UAE and item VAE
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Methodology: Mutually-Regularized CVAE



 EM Like Optimization

ℒ𝑏𝑏−𝑠𝑠𝑡𝑡𝑔𝑔𝑠𝑠
𝑀𝑀𝑀𝑀𝑀𝑀 = 𝐸𝐸𝑞𝑞𝜙𝜙 𝑈𝑈∣𝑅𝑅 log𝑝𝑝𝜃𝜃 𝑅𝑅 ∣ 𝑈𝑈 −

𝜆𝜆𝑣𝑣
2

· ∥ 𝑉𝑉𝑠𝑠 − �̂�𝑍𝑡𝑡𝑠𝑠 ∥𝐹𝐹
2

−𝐾𝐾𝑀𝑀 𝑞𝑞𝜙𝜙 𝑈𝑈 ∣ 𝑅𝑅 ∥ 𝑝𝑝 𝑈𝑈 −
𝜆𝜆𝑊𝑊
2

· �
𝑙𝑙

∥ 𝐖𝐖𝑏𝑏
𝑙𝑙 ∥𝐹𝐹

2

ℒ𝑡𝑡−𝑠𝑠𝑡𝑡𝑔𝑔𝑠𝑠
𝑀𝑀𝑀𝑀𝑀𝑀 = 𝐸𝐸𝑞𝑞𝜙𝜙 𝑍𝑍𝑡𝑡∣𝑋𝑋

log𝑝𝑝𝜃𝜃 𝑋𝑋 ∣ 𝑍𝑍𝑡𝑡 −
𝜆𝜆𝑣𝑣
2

· ∥ �𝑉𝑉 − 𝑍𝑍𝑡𝑡 ∥2
2

−𝐾𝐾𝑀𝑀 𝑞𝑞𝜙𝜙 𝑍𝑍𝑡𝑡 ∣ 𝑋𝑋 ∥ 𝑝𝑝 𝑍𝑍𝑡𝑡 −
𝜆𝜆𝑊𝑊
2

· �
𝑙𝑙

∥ 𝐖𝐖𝑡𝑡
𝑙𝑙 ∥𝐹𝐹

2

 UAE part of MD-CVAE: b-step optimization function

 Dual item content VAE: t-step optimization function

Form: Expected Loglikelihood + Regularization + Mutual regularization

𝐄𝐄𝒒𝒒𝝓𝝓[𝐥𝐥𝐥𝐥𝐥𝐥𝒑𝒑 𝑽𝑽𝒔𝒔 ∣ 𝒁𝒁𝒕𝒕𝒔𝒔 ]

In ELBO

Common for all VAEs Unique for MD-CVAE

*which constrains vj and zt,j to 
be close to each other
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Methodology: Mutually-Regularized CVAE



 Symmetric Inference Process
 The weights of the first Multi-VAE layer can also be viewed as item embeddings

Fig. 10 Zoomed-in view of the first Multi-VAE layer

𝐡𝐡𝑏𝑏
𝑖𝑖𝑔𝑔𝑖𝑖 = 𝐖𝐖𝑏𝑏

𝑖𝑖𝑔𝑔𝑖𝑖 ⋅ 𝐫𝐫 = �
𝑗𝑗

𝕀𝕀 𝑟𝑟𝑗𝑗 = 1 ⋅ 𝐰𝐰𝑏𝑏,𝑗𝑗
𝑖𝑖𝑔𝑔𝑖𝑖

 For mutual regularization, we can

reuse 𝐕𝐕 in decoder by setting 𝐖𝐖𝑏𝑏
𝑖𝑖𝑔𝑔𝑖𝑖 = 𝐕𝐕𝑠𝑠,𝑇𝑇

which we name as MDsym-CVAE

Op1. embedding Op2. element-wise sum

 The first dense layer:

13

Methodology: Mutually-Regularized CVAE



Fig. 11 Recommendation of MD-CVAE procedure for normal items

 This can be done by using only the UAE part of MD-CVAE

 Prediction for normal items

Historical ratings

User latent variables

Reconstructions

STEP1

STEP2

STEP3

Highly efficient where three steps can be done with a single forward propagation
14

Methodology: Mutually-Regularized CVAE



 The offline case:

 The online case:

- Cold-start items are mixed with training samples
- Corresponding weights will never be updated
- Inferred user embeddings may contain randomness

- Cold-start items exist after training
- Dimensional mismatch of first/last layer of Multi-VAE
- 4 expected but 5 actually inputs/outputs (Fig. 12)

 What happens if cold-start items exist for Multi-VAE?

 Prediction for cold-start items

Fig. 12 Two cases of cold-start rec.
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Methodology: Mutually-Regularized CVAE



 How does MD-CVAE and MDsym-CVAE recommend cold-start items?

 Prediction for cold-start items

Fig. 12 Two cases of cold-start rec.

 The offline case:

 The online case (MDsym-CVAE only):

- Mutual regularization to introduce content info.

- Denote the old-weights as 𝐕𝐕𝑜𝑜𝑙𝑙𝑜𝑜𝑠𝑠 ∈ ℝ𝐽𝐽×𝐾𝐾𝑣𝑣

- Denote content embeddings for cold-start items as:
𝐕𝐕𝑔𝑔𝑔𝑔𝑛𝑛𝑠𝑠 = 𝛍𝛍𝐳𝐳𝑡𝑡,𝐽𝐽+1

𝑇𝑇 𝛍𝛍𝐳𝐳𝑡𝑡,𝐽𝐽+2
𝑇𝑇 ⋯ 𝛍𝛍𝐳𝐳𝑡𝑡,𝐽𝐽+𝐽𝐽′

𝑇𝑇 ∈ ℝ𝐽𝐽′×𝐾𝐾𝑣𝑣

- Calculate the new weights as: 𝐕𝐕𝑠𝑠𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠 = [𝐕𝐕𝑜𝑜𝑙𝑙𝑜𝑜𝑠𝑠 ||𝐕𝐕𝑔𝑔𝑔𝑔𝑛𝑛𝑠𝑠 ]
- Rec. can be made the same as normal items.
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Methodology: Mutually-Regularized CVAE



 Dataset descriptions

 Datasets and evaluation metrics

 Evaluation metrics

 Item textual features:
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 cituelike-a : title + abstract
movielen-sub : plot from IMDB
 toys & games : user reviews

Three metrics utilized in the paper are: Recall@20, Recall@40, NDCG@100

Codes and datasets are released at: https://github.com/yaochenzhu/MD-CVAE

Experimental Results



MD-CVAE improves over MF-based tightly-coupled and Multi-VAE-based recommenders

 Comparison with state-of-the-art algorithms

 Normal item recommendation
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Experimental Results



 Cold-start item recommendations
 Discussion of hyper-parameter  Comparisons with SOTA methods

MDsym-CVAE improves over tightly-coupled methods for cold-start recommendations 19

Experimental Results



 MD-CVAE combines the pros of both MF-based and UAE-based recommenders;

 Specifically, MD-CVAE fuse item content information by mutual regularization

while maintaining the high efficiency of Multi-VAE to fold-in new users;

 Finally, with a symmetric inference strategy, MDsym-CVAE is competitive as

tightly-coupled hybrid recommender for cold-start item recommendations.

 Three conclusions can be drawn for MD-CVAE as follows:

20

Summary & Conclusions



Thank you for listening!

Codes & Dataset WHU-RS Institute of Artificial Intelligence 
and Machine Vision, Wuhan University

Media Lab, Tencent
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